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In the last few decades we have witnessed dramatic advances in 
electronics that have found uses in computing, communications, 
automation and other applications that affect just about every 
aspect of our lives. To a large extent these advances have been the 
result of the continuous miniaturization or ‘scaling’ of electronic 
devices, particularly of silicon-based transistors, that has led 
to denser, faster and more power-efficient circuitry. Obviously, 
however, this device scaling and performance enhancement cannot 
continue forever; a number of limitations in fundamental scientific 
as well as technological nature place limits on the ultimate size and 
performance of silicon devices.

The realization of the approaching limits has inspired a worldwide 
effort to develop alternative device technologies. Some approaches 
involve moving away from traditional electron transport-based 
electronics: for example, the development of spin-based devices. 
Another approach, on which we focus here, maintains the operating 
principles of the currently used devices, primarily that of the field-effect 
transistor, but replaces a key component of the device, the conducting 
channel, with carbon nanomaterials such as one-dimensional (1D) 
carbon nanotubes (CNT) or two-dimensional (2D) graphene 
layers, which have superior electrical properties1. Furthermore, 
semiconducting carbon nanotubes are direct bandgap materials 
providing an ideal system to study optics and optoelectronics in one 
dimension and explore the possibility of basing both electronics and 
optoelectronic technologies on the same material.

In this article we examine the electronic structure, electrical 
transport and optoelectronic properties of CNTs, with a focus on 
the physical phenomena involved. We discuss briefly the emerging 
area of study involving single graphene layers and narrow graphene 
nanoribbons (GNRs). We analyse the switching mechanism and 
characteristics of single-CNT field-effect transistors (FETs), GNR FETs 
and efforts towards device integration. We also describe the principles 
of simple CNT optoelectronic devices such as electroluminescent 
light emitters and photodetectors.

Carbon-based electronics
 

The semiconductor industry has been able to improve the performance of electronic systems for 

more than four decades by making ever-smaller devices. However, this approach will soon encounter 

both scientific and technical limits, which is why the industry is exploring a number of alternative device 

technologies. Here we review the progress that has been made with carbon nanotubes and, more 

recently, graphene layers and nanoribbons. Field-effect transistors based on semiconductor nanotubes 

and graphene nanoribbons have already been demonstrated, and metallic nanotubes could be used 

as high-performance interconnects. Moreover, owing to the excellent optical properties of nanotubes it 

could be possible to make both electronic and optoelectronic devices from the same material.

Electronic structure

Graphite is a well-known allotropic form of carbon composed of 
layers of sp2-bonded carbon atoms in a honeycomb arrangement 
(Fig. 1a). The different carbon layers in graphite interact weakly, 
primarily by van der Waals forces. This interaction produces a 
small valence and conduction band overlap of about 40 meV, which 
makes graphite overall a semi-metal. The electronic structure of 
graphene, an individual layer of graphite, was first discussed by 
P. R. Wallace in 1947 (ref. 2). There are about 3 million layers in 
a millimetre thickness of graphite and the experimental study 
of graphene has been thwarted by the difficulty of isolating and 
studying this single atomic layer.

Recently, however, graphene became the object of intense 
experimental study when it was realized that single layers, or a few 
layers, could be produced relatively easily by mechanical exfoliation 
of graphite3, or by heating SiC (ref. 4). Figure 1b shows the peculiar 
single-particle band structure of this 2D material. The linear 
dispersion at low energies makes the electrons and holes in graphene 
mimic relativistic particles that are described by the Dirac relativistic 
equation for particles with spin 1/2, and they are usually referred to 
as Dirac Fermions. Their dispersion, E2D = ħνF√kx

2 + ky
2, is analogous 

to that of photons, Ek = ħck, but with the velocity of light c replaced by  
vF ≈ 106 m s–1, the Fermi velocity. Thus, electrons and holes in graphene 
have zero effective mass and a velocity that is about 300 times slower 
than that of light. This linear dispersion relationship also means that 
quasi-particles in graphene display properties quite different to those 
observed in conventional three-dimensional materials, which have 
parabolic dispersion relationships. For example, graphene displays 
an anomalous quantum Hall effect and half-integer quantization of 
the Hall conductivity5,6. The quantum Hall effect in graphene can be 
observed even at room temperature7.

The electronic structure of CNTs is usually discussed on the 
basis of the band structure of graphene. The CNT is thought of 
as being formed by the rolling of a piece of a ribbon of graphene 
to form a seamless cylinder. To a large extent, the remarkable 
electrical properties of carbon nanotubes have their origins in 
the unusual electronic structure of graphene. The rolling process 
forming the nanotube and the resulting nanotube structure are 
specified by a pair of integers (n,m) defining the chiral vector 
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Ch = na1 + ma2 that describes the circumference of the nanotube 
(Ch = πdCNT), where  a1 and a2 are the unit vectors of the graphene 
honeycomb lattice. The periodic boundary conditions around the 
circumference of a nanotube require that the component of the 
momentum along the circumference8, k⊥, is quantized: Chk⊥ = 2πν 
where ν is a non-zero integer. On the other hand, electron motion 
along the length of the tube is free and k|| is a continuous variable. 
As explained in Fig. 1a this quantization leads to the formation of 
metallic and semiconducting nanotubes. In the simple tight-binding 
model the bandgap of semiconducting nanotubes Eg is given by 
Eg = 4ħνF/3dCNT = γ(2RC–C/dCNT), where γ is the hopping matrix 
element (~3 eV), Rc–c is the C–C bond length and dCNT is the CNT 
diameter8. Further details on this subject can be found in recent 
review articles9,10.

Whereas 2D graphene is a semi-metal, electrons (and holes) 
can be further confined by forming narrow ribbons, for example by 
quantizing kx or ky. This confinement should open a gap and make 
the GNR a finite gap semiconductor4,11–13. The confinement gap is 
expected to be inversely proportional to the width W of the GNR, 
given approximately by: ΔEC ≈ 2πħνF/3W (refs 13–17). We should 
note here the differences in confinement quantization in CNTs and 
GNRs. In a 1D quantum box of width W, quantization requires that 
k⊥ = nπ/W, thus the allowed energy states are spaced as π/W. In a 
circular box of circumference C, on the other hand, the requirement is: 
k⊥= 2nπ/C and the states are spaced apart as 2π/C. Thus, qualitatively 
we expect a larger confinement gap in a CNT than in a GNR with 
the same confinement dimension. In addition to the difference in the 
gap value, the electronic states in GNRs are not degenerate, whereas 
those of CNTs are doubly degenerate. This is due to the difference in 
the boundary conditions: in a GNR the wavefunction has to vanish 
at the edges, whereas in a CNT the wavefunction is periodic in the 
circumference direction.

The above picture of the nanotube electronic structure is a single-
electron model that accounts well for many of the CNT ground 
states properties. Interactions between electrons, however, can be 
important and can modify, among other properties, the predicted 

semiconducting bandgaps and can affect the nature of the excited 
states of the CNTs18.

Nanotube electrical properties

Individual nanotubes, like macroscopic structures, can be 
characterized by a set of electrical properties — resistance, 
capacitance and inductance — which arise from the intrinsic 
structure of the nanotube and its interaction with other objects. 
Electrical transport inside the CNTs is affected by scattering by 
defects and by lattice vibrations that lead to resistance, similar to 
that in bulk materials. However, the 1D nature of the CNT and 
their strong covalent bonding drastically affects these processes. 
Scattering by small angles is not allowed in a 1D material, only 
forward and backward motion of the carriers. Most importantly 
the 1D nature of the CNT leads to a new type of quantized 
resistance related to its contacts with three-dimensional (3D) 
macroscopic objects such as the metal electrodes19,20. The 
confinement of the electrons in the CNT around its circumference 
produces a small number of discrete states (modes) that overlap 
the continuous states of the metal electrodes. This mismatch of 
the number of states that can transport the current in the CNT 
and the electrodes leads to a quantized contact resistance, RQ. The 
size of the resistance is determined by the number of modes, M, 
in the CNT that have energies lying between the Fermi levels of 
the electrodes: RQ = h/(2e2M). For a metallic CNT, M=2 so that 
RQ = h/4e2 = 6.45 kΩ.

Of course, as well as this quantum resistance there are other 
forms of contact resistance such as that attributable to the presence 
of Schottky barriers at metal–semiconducting nanotube interfaces, of 
which we will speak later, and ‘parasitic’ resistance, which is simply 
due to bad contacts. When the only resistance present is the quantum 
resistance, transport in the CNT is ballistic — that is, no carrier 
scattering or energy dissipation takes place in the body of the CNT. This 
is obviously an important transport regime that is uniquely accessible 
to CNT conductors. The length over which a CNT can behave as a 

k ll

k⊥

Ch

Ch

T

ma2

na1

(4,2)

kx

ky

K

K'

8

4

0

–4

–8

E–
E F (

eV
)

Figure 1 The structure of graphene and carbon nanotubes. a, The carbon atoms in a single sheet of graphene are arranged in a honeycomb lattice. A nanotube can be formed 
by rolling a ribbon of graphene along a chiral vector, Ch, defined by two integers, such as the (4,2) chiral vector shown here. The insets show the definitions of k⊥ and k|| (left), 
and a scanning tunnelling microscope image (right) of a single-walled nanotube. b, The band structure (top) and Brillouin zone (bottom) of graphene. The valence band (which is 
of π-character) and the conduction band (π*-character) touch at six points that lie at the Fermi energy, but only two of these points — the K and K' points — are inequivalent. 
At these Dirac points, the density-of-states is zero, so graphene can be considered as a zero-gap semiconductor. At low energies, the dispersion is linear, determined by the 
conical sections involving the K and K' points. The quantization of the circumferential momentum, k⊥, leads to the formation of a set of discrete energy sub-bands for each 
nanotube (red parallel lines). The relation of these lines to the band structure of graphene determines the electronic structure of the nanotube. If the lines pass through the 
K or K’ points, the nanotube is a metal: if they do not (as in b), the nanotube is a semiconductor. Specifically, (n,n) nanotubes (armchair tubes) are always metallic, and (n,m) 
nanotubes with n–m = 3j, where j = 1,2,3…, are nearly metallic with a small, curvature-induced gap that has a 1/d 2 dependence. Tubes with n–m ≠ 3j are semiconductors.
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ballistic conductor depends on its structural perfection, temperature 
and the size of the driving electric field. In general, ballistic transport 
can be achieved over lengths typical of modern scaled electronic 
devices, that is ≤100 nm. At the other extreme, in long CNTs, or at 
high bias, many scattering collisions can take place and the so-called 
diffusive limit of transport that is typical of conventional conductors 
is reached. In this limit the carriers have a finite mobility. However, in 
CNTs this can be very high — as much as 1,000 times higher than in 
bulk silicon.

The intrinsic electronic structure of a CNT also leads to a 
capacitance that is related to its density-of-states — that is, how its 
energy states are distributed in energy — and it is independent of 
electrostatics. This quantum capacitance, CQ, is small — of the order 
of 10–16 F µm–1 (ref. 21). In addition to CQ, a CNT incorporated in 
a structure has an electrostatic capacitance, CG, which arises from 
its coupling to surrounding conductors and as such depends on the 
device geometry and dielectric structure. In a typical metal oxide 
semiconductor FET (MOSFET) and in a planar graphene FET, 
CG ≈ 1/tins, where tins is the thickness of the gate insulator. In single-
CNT FETs, geometry leads to a weaker variation, CG ≈ 1/ln(tins). 
CG and CQ are coupled in series — that is, 1/Ctotal = 1/CG + 1/ CQ — 
and therefore the smaller capacitance should dominate. In most 
experimental CNTFETs, CG is smaller than CQ, but in a highly 
miniaturized CNTFET with a high dielectric-constant insulator,  
CQ <~ CG and therefore CQ can dominate the total capacitance and 
determine the performance of the device.

Finally, CNTs have inductance, which is a resistance to any changes 
in the current flowing through them22. Again, there is a quantum 
and a classical contribution. The quantum inductance, usually 
referred to as kinetic inductance, LK, is the resistance to the change 
of the kinetic energy of the electrons of the CNT. It leads to electron 
velocities that lag in phase with respect to the external driving field 
and is proportional to the density of states of the CNT. Classical self-
inductance depends on the CNT diameter, geometry of the structure 
and the magnetic permeability of the medium. The total inductance is 
the sum of the two values, so that the larger inductance, LK, dominates 
(LK ≈ 16 nH µm–1, LC ≈ 1 nH µm–1). In response to an a.c. signal, a 
CNT behaves like a transmission line owing to its inductance.

Scattering mechanisms and transport

As we already indicated above, CNTs are unique materials in 
terms of their long elastic mean free path, which is of the order 
of a micrometre. In metallic CNTs in particular, the symmetry of 
the band structure forbids backscattering as long as the carrier 
energies are below the second sub-band23. Long-range Coulomb 
scattering is ineffective, but a strong, short-ranged potential 
can lead to backscattering. In general, as the diameter of the 
CNT increases, the influence of a defect decreases because the 
influence of the CNT wavefunction is diluted24. Transport in 
graphene has recently been proposed as an example of the Klein 
paradox25: unimpeded penetration of relativistic particles through 
high and wide potential barriers26. Thus, unlike conventional 2D 
systems where strong disorder leads to Anderson localization, the 
transparency of the barriers (at least for some angles) in graphene 
could lead to efficient percolation of localized regions even for EF 
close to the Dirac point.

Because elastic scattering in CNTs is weak, inelastic scattering 
processes determine their transport properties. These processes 
depend on the energy (applied bias) of the carriers. At low 
temperatures and low bias, only low-energy acoustic phonons 
can scatter the electrons, which results in an inverse temperature 
dependence of the carrier mobility in semiconducting CNTs27,28, 
unlike in bulk materials, where acoustic phonon scattering typically 
leads to a ~1/T5 temperature dependence of mobility29. The stronger 

temperature dependence in three dimensions is due to phase-
space restrictions and the occurrence of low-angle scattering29. In 
carbon nanotubes, acoustic phonon scattering is predominantly 
a backscattering event, and the phase-space is nearly temperature 
independent. Only a small fraction of phonons in the vicinity of 
the zone centre and zone boundary can effectively participate 
in the scattering. This is the result of the energy and momentum 
conservation law requirements and the mismatch in the phonon 
sound velocity and electron band velocity. The low-field mobility is 
very high in carbon nanotubes, even at room temperature30. This is 
unlike many other materials, such as III–V semiconductors, which 
have a very high mobility at low temperatures, but a substantially 
degraded one at room temperature. The main reason for the uniquely 
high mobility in carbon nanotubes is the very weak electron–
acoustic-phonon coupling and the very large optical phonon energy 
of about 200 meV.

In addition to the low-energy acoustic phonons, electron (or hole) 
scattering by the radial breathing mode (RBM) is important in the 
low bias regime. The RBM phonon energy is inversely proportional 
to the tube diameter8, and its energy is comparable to the thermal 
energy at room temperature for tubes in the diameter range of  
dCNT = 1.5–2.0 nm, which are of interest for electronic applications. 
As the acoustic mean free path is very long — of the order of a 
micrometre at room temperature — electrons can be accelerated up 
to the RBM energy not only thermally, but also by an applied bias of 
a few V cm–1.

The 1D nature of the electronic states of CNTs leads to van-Hove 
singularities in the density of states, which in turn are responsible for 
the non-monotonic dependence of the mobility on band filling28,30,31. 
As the band is filled — by the applied gate potential — the mobility 
initially increases owing to the loss of available final states for the 
scattered particles. Once the Fermi level reaches a higher-energy sub-
band, an additional scattering channel opens and again lowers the 
mobility. The inverse diameter dependence of the effective mass and of 
the electron–phonon coupling strength leads to a quadratic diameter 
dependence of the mobility27, which is confirmed experimentally28.

Unlike acoustic phonon scattering, optical phonon scattering 
is very strong in carbon nanotubes; optical phonons contract and 
elongate the C–C bond length and lead to a strong modulation of the 
electronic structure. However, for electrons to emit an optical phonon, 
their energies must be larger than the optical phonon energy. This can 
only be achieved under high bias conditions. Such scattering processes 
were first observed in metallic tubes32–34 and later in semiconducting 
tubes35. In metallic tubes, the current was found to saturate at about 
25 µA owing to the short optical phonon mean-free-path, of the order 
of 10–20 nm, whereas in semiconducting CNTs, a velocity saturation 
was observed35 in accord with earlier theoretical predictions27,36.

As the carrier energy increases further, other inelastic processes 
can take place, in particular, impact excitation37,38. The analogous 
process in bulk semiconductors is impact ionization, where a high-
energy electron can lose its energy by scattering to a lower energy 
state and impact exciting an electron–hole pair. In low-dimensional 
materials like carbon nanotubes, the electron–hole interaction is very 
strong, which leads to the formation of excitons with large binding 
energies (a few tenths of an eV)39–41. As a result, in CNTs, impact 
excitation primarily produces excitons38. The impact excitation 
process is governed by the Coulomb interaction, which is very strong 
in 1D systems, and indeed calculations suggest that impact excitation 
processes in CNTs are much more efficient (about four orders of 
magnitude stronger) than in conventional bulk semiconductors38.

Unlike in 3D bulk materials, the longitudinal momentum along 
the tube axis of the produced excitons is nearly zero, whereas the 
angular momentum is finite. Furthermore, the difference between 
the impact excitation and the impact ionization rates, neglecting the 
strong electron–hole interaction in the produced electron–hole pair, 
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is much higher in carbon nanotubes than in other studied systems. 
The energy necessary for the electronic excitation is provided by the 
‘hot’ carriers. Conservation of circumferential angular momentum k⊥ 
plays a critical role in determining the threshold energy, Eth, for the 
onset of impact excitation in CNTs. The carriers are accelerated by 
the field, but they also lose energy to phonons, particularly to high-
energy optical phonons and electronic transitions. This problem can 
be treated by solving the corresponding Boltzmann equation38. It 
is found that the exciton production rate P (per unit carrier) varies 
exponentially with the applied field F as P ≈ exp(–Eth/eFλop), where Eth 
is the excitation threshold and λop (~20–40 nm) is the electron mean 
free path due to optical phonon scattering. The energy of the optical 
phonons is usually efficiently dissipated into the heat bath provided by 
the substrate. However, in the case of suspended nanotubes, evidence 
for the existence of a non-equilibrium optical phonon excitation has 
been presented. This phonon excitation degrades the carrier mobility 
in CNTs42,43. The effect was included in the Boltzmann model by having 
the optical phonons at different temperatures, Top, while keeping 
the other phonons at ambient temperature. The resulting exciton 
production rate could well be fitted by an exponential dependence 
with an effective temperature, Teff (ref. 38).

In summary, the inelastic scattering rates determining transport 
properties of carbon nanotubes vary by four orders of magnitude 
depending on the energy of the electrons and their angular momentum 
(sub-band index) as shown in Fig. 2. The weakest is the acoustic 
(primarily RBM) phonon scattering, which has linear temperature 
dependence. The optical phonon scattering rate, which is two orders 
of magnitude stronger, is nearly temperature independent. Finally, 
another two orders of magnitude stronger than the optical phonon 
scattering is impact excitation. It can only be observed at very large 
local fields of above ~3 × 104 V cm–1, at which higher energy CNT 
sub-bands can be populated with the charge carriers. At higher fields 
CNT dielectric breakdown takes place44,45.

Electrical switching of carbon nanotubes

Whereas metallic, particularly multiwalled, CNTs offer the possibility 
of use as high-performance interconnects in very-large-scale 
integrated systems46, transport in semiconducting CNTs can be 
switched ‘on’ and ‘off ’, which means that semiconducting CNTs can 
be used as a basis of novel transistors.

The flow of electricity in a semiconductor requires some kind of 
activation (for example, heating or light absorption) to get the charge 
carriers over the gap, or modulation of the gap by some external 
influence such as an applied strain, electric field or magnetic field. The 
most common mode of switching, which forms the basis of modern 
microelectronic industry, is by means of an external electric field, 
in the so-called field-effect transistor. The idea of the FET is quite 
old, but it was not until 1960 when John Atalla of Bell Laboratories 
demonstrated the modern form of the FET, the MOSFET. The basic 
structure involves a channel made of a semiconductor, typically 
silicon connected to two electrodes: a source (S) and a drain (D). 
An insulating thin film, usually SiO2, separates the channel and the 
source and drain from a third electrode called the gate (G). By applying 
a voltage at this gate electrode with respect to the source (Vg), we 
can modulate (switch) the conductance of the semiconducting 
channel (Fig 3a). The carriers (electrons or holes) travelling from the 
source to the drain encounter a material- and structure-dependent 
energy barrier in the bulk of the semiconductor. This barrier is in 
the conduction band for an electron (n-type semiconductor), or 
in the valence band for a hole (p-type). The electric field generated 
by the biased gate, depending on its direction, lowers or raises the 
barrier and thus changes the conductivity. For example, for electron 
conduction, application of a positive Vg lowers the barrier, whereas 
a negative Vg raises it.
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Figure 2 Inelastic scattering in carbon nanotubes. a, Schematic illustration of 
the intra-sub-band (Г) and inter-sub-band (K) phonon scattering mechanisms 
(red) and electron impact excitation (blue and green curves) for the first four 
conduction bands. The different conduction band edges are labelled as ∆i and the 
resulting electronic excitations are denoted as Eiij. Subscripts bs and fs stand for 
the back and forward scattering. b, Calculated phonon scattering rate for a (25,0) 
nanotube showing weak acoustic phonon scattering and strong optical phonon 
scattering. c, Calculated inelastic scattering rate for a (19,0) nanotube over a 
wide carrier energy range. Different colours correspond to the scattering rates of 
electrons in bands with different circumferential angular momentum. The vertical 
lines show the bottoms of the conduction bands 2 (blue), 3 (cyan) and 4 (green) 
with respect to the fundamental band edge ∆1. Some of the characteristic peaks 
in the scattering, due to the longtitudinal (LA) acoustic phonons (A-Ph), radial 
breathing mode (RBM), longitudinal (LO) and transverse (TO) optical phonons  
(O-Ph) and impact electronic excitation (I-Exc), are labelled. In b and c the 
electron scattering rate is shown as a function of the excess energy of the 
electron above the first conduction-band minimum.
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The first CNTFETs were reported in 199847,48. In a CNTFET the role 
of the channel is played by one (or more) semiconducting nanotubes. 
In Fig. 3 we show schematically two different CNTFET structures: 
a top-gated CNTFET and an array of CNTFETs with ‘wrap-around’ 
gates. Typical current–voltage characteristics of a CNTFET are shown 
in Fig. 4. The atomic and electronic structures of the nanotube give it a 
number of unique advantages as a FET channel. First, its small diameter 
(1–2 nm) allows optimum coupling between the gate and the channel, 
that being the ability of the gate to control the potential of the channel. 
This is particularly true for the wrap-around gate configuration shown 
in Fig. 3b. This strong coupling makes the CNT the ultimate ‘thin-body’ 
semiconductor system and allows the devices to be made shorter while 
avoiding the dreaded ‘short-channel effects’49, which basically involve 
the loss of control of the device by the gate field. The fact that all bonds 
in the CNT are satisfied and the surface is smooth also has important 
implications. Scattering by surface states and roughness, which plagues 
conventional FETs, especially at high Vg values, is absent. Of course, the 
key advantage is the low scattering in the CNT and the high mobility 
of the FET channel.

CNTFETs have a number of other differences with conventional 
MOSFETs. The profile of the energy bands of the CNTFET at a given 
drain bias, Vds, is determined by Vg and the capacitance of the FET. As 
we discussed above there are two contributions to the capacitance: CG 
and CQ coupled in series. Now in conventional devices, CG<CQ and 
CG is the controlling term, but in very small (scaled down) CNTFETs, 
CG ≈ CQ or even CG>CQ and the quantum capacitance can be dominant. 
The quantum capacitance has an important consequence on how the 
gate voltage affects the band profile (energy barrier) of the CNT. In a 
conventional MOSFET the ability of the gate to control the potential 
in the channel is limited once Vg exceeds the threshold voltage, Vth 

(ref. 49). Increasing the gate voltage above this value does not change 
the bands any more because the increased charge pulled into the 
channel by an increase in Vg pushes the bands back up by electrostatic 
repulsion. In a CQ-controlled device, however, the gate can still retain 
control of the potential in the CNT channel. Higher CNT conduction 
bands can now be pulled by the gate below the Fermi level of the S, 
thus contributing to the current50. 

The above discussion on CNTFETs assumed the existence of 
only one, bulk barrier in the motion of the carriers as in MOSFETs. 
In MOSFETs, in addition to the channel, the source, drain and 
gate are also made of heavily doped Si and the contacts are ohmic. 
This is not generally true for the CNT–metal contacts used in CNT 
electronics51–54. Metals like Au, Ti, Pd and Al are used for the source 
and drain electrodes. The different work functions of the metal and 
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Figure 3 Designs of carbon nanotube field-effect transistors. a, Schematic of 
a top-gated carbon nanotube field-effect transistor. b, Schematic of an array of 
nanotube transistors with wrap-around gates and doped gate extensions (courtesy of 
P. M. Solomon).
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the CNT lead to transfer of charge at their interface. The resulting 
interface dipole produces an energy barrier, the so-called Schottky 
barrier. The alignment of the Fermi levels of the metal and CNT, and 
therefore the Schottky barrier height, depend on their respective work 
functions (Φ), the CNT bandgap and the details of chemical bonding 
at the interface.

There are two Schottky barriers in a FET; one at the source and 
another at the drain as shown schematically in the insets of Fig. 4a. 
As long as one of the barriers is much higher than the other, the 
FET operates as a unipolar device; that is, it transports one type of 
carrier: electrons, or holes. For example, a high Φ metal such as Pd 
could be used to form a nearly barrierless contact for holes55 (valence 
band close to the metal Fermi level, EF), that is to optimize a p-type 
CNTFET operation, but electron injection at the other end would 
then experience the maximum barrier of Eg. Correspondingly, a 
low work-function metal, for example, Al, will optimize electron 
transport, but will inhibit hole transport. However, typically, carrier 
transport through the metal-CNT interface is dominated by quantum 
mechanical tunnelling through the Schottky barrier rather than 
thermally-activated — thermionic — emission over the Schottky 
barrier53,56,57 and, therefore, the thickness of the Schottky barrier 
becomes critical. In 1D systems like CNTs, the intrinsic screening 
is weak and the distribution of the potential is determined by the 
screening provided by the nearby metallic gate51, and also decreases 
with increasing dCNT. Therefore, we should expect that, in a thin gate 
oxide CNTFET, both Schottky barriers can become thin enough 
to allow, depending on the bias, the injection of either electrons or 
holes, or of both carriers simultaneously. Such a type of transistor is 
called ambipolar52,53,58. The insets of Fig. 4a show how the application 
of different gate voltages (Vg) brings about the injection of electrons 
or holes. We can now understand the I–Vg characteristics of the 
ambipolar CNTFET shown in Fig. 4a. For a strongly negative or 
positive Vg, holes or electrons are injected, respectively. However, for 
Vg values in the vicinity of the current minimum, both electrons and 
holes contribute to the current, and at Vg = Vds/2, the two currents are 
of equal size53,58.

Schottky barriers in a CNTFET impact the characteristics 
of both the ‘on’ and ‘off ’ states59. An important parameter in this 
regime is the inverse sub-threshold slope, S, that measures the 
efficiency with which the gate switches the channel, and is defined 
as S = (dlog10I/dVg)–1. In a transistor with ohmic source and drain 
contacts (as in a conventional Si MOSFET), S is limited by thermionic 
emission over the channel and is ≈ kBT/q — that is, ~60 meV per 
decade at 300 K. However, in a transistor with Schottky barriers 
dominating its transport, S is significantly higher, about 100–150 mV 
per decade for oxide thickness t(SiO2) <~ 10 nm. It is not only the ‘on’ 
current of the transistor that is important. The current in the ‘off ’ 
state is equally important. Maintaining a low leakage current to keep 
both the passive power at a minimum and a reasonable Ion/Ioff ratio 
(≥104 is typically desired in logic applications) is critical. Unipolar 
CNTFETs have Ion/Ioff ratios in the range of 105–107.

The fact that Schottky barriers exist at CNT–metal interfaces 
does not imply that we have to be content with ambipolar behaviour 
and its implications. There are ways to further screen the Schottky 
barrier and get closer to a MOSFET-like bulk-switched device. Two 
different approaches have already been demonstrated. In one case, 
a double-gated CNT was used where the gates near the contacts 
selectively thinned the Schottky barriers, while a central gate was 
independently used to switch the bulk of the CNTFET (ref. 60). In this 
way, ambipolar behaviour and excess leakage current was eliminated 
and a sub-threshold slope of 60 mV per decade was achieved. As well 
as this electrostatic approach, chemical approaches have also been 
successful61–63. Substitutional doping of single-walled nanotubes using 
the traditional type of dopants such as B or P atoms has not been 
successful so far. This could be due to the large strain these impurities 

introduce to the CNT lattice. A different type of doping is produced 
by atoms or molecules that chemically adsorb on the CNT through 
a charge-transfer mechanism61,62. By selectively doping the contact 
regions of the CNTFET and using a central gate for switching, a bulk-
like behaviour can be achieved. A further improvement of the sub-
threshold slope of CNTFETs to values below the thermal limit was 
achieved, taking advantage of band-to-band tunnelling as a way of 
filtering the energy distribution of the electrons in CNTs. In this way S 
values of 40 mV per decade were obtained at room temperature64.

Through the years a number of different CNTFET designs have 
been implemented, attempting to optimize their performance. For 
example, high-k materials have been used as gate insulators65, wrap-
around gates have been used to increase the coupling of the gate and 
the CNT channel, self-aligned designs and contact extensions to 
improve the device capacitance61,66, and channel lengths have been 
scaled down to 18 nm (ref. 67).

In general, the key advantage of CNTFETs over Si MOSFETs in 
logic applications is their much lower capacitance of ~10 aF (for a 
dCNT = 1 nm, L = 10 nm, tox = 5 nm device) and their somewhat lower 
operating voltage. Furthermore, the small size of the CNTs allows 
the fabrication of aligned arrays with high packing density. However, 
careful design and engineering are needed to make sure that the wire 
interconnect capacitance, typically ~0.2 aF nm–1, does not overwhelm 
the capacitance of the CNT. It takes only about 50 nm of wiring for 
the interconnect to limit the capacitance of the 10 aF device. An area 
of clear advantage of CNTFETs is their lower switching energy per 
logic transition. The dynamic switching energy of a device is given 
by: 1/2(Cdev+Cwire)V2, where Cdev and Cwire are the device and wiring 
capacitance contributions, respectively. To minimize the switching 
energy, minimum-sized devices, and interconnects should be used 
as well as the minimum supply voltage. Then the CNT can have a 
considerable advantage, of up to a factor of six, because of its smaller 
intrinsic capacitance and size68.

Alternating current performance of CNTFETs

Although most of the work on CNTFETs has concentrated so far 
on their d.c. properties, the a.c. properties are technologically 
most relevant. Theoretically, it is predicted that a short nanotube 
operating in the ballistic regime, and the quantum capacitance 
limit should be able to provide gain in the THz range69. However, 
directly measuring the a.c. performance of a nanostructure such 
as a single nanotube is very difficult as the input impedance of 
a CNTFET is much higher than 50 Ω and the capacitance is 
typically in the aF range. A different approach is to operate the 
CNTFET as a mixer or rectifier70,71–73. Because of the nonlinear I–V 
characteristics of the transistor, an a.c. signal applied to the source 
becomes rectified and leads to a measurable d.c. current change. 
Using this approach, it was recently demonstrated that it is possible 
to obtain mixing up to a frequency of 50 GHz (ref. 72). As the 
authors pointed out, this is by no means the limit of performance 
of CNTFETs. The observed behaviour was determined by the 
parasitic capacitances of their system. This again underscores 
the need for a global optimization of a circuit before the unique 
properties of the nanotube can be effectively utilized.

Nanotube integrated circuits

The fabrication and evaluation of CNT-based devices has advanced 
beyond single devices to include logic gates65,74–77 and, more 
recently more complex structures such as ring oscillators have 
been fabricated78. To build these circuits the energy efficient CMOS 
(complementary-MOS) architecture is preferred. This involves pairs 
of n- and p-type transistors. CNTs, where the valence and conduction 
bands are mirror images of each other (equal effective masses for 
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electrons and holes) are ideally suited for such applications. The 
two types (p- and n-) of FETs can be made by doping the CNTs 
as discussed above. However, controlling doping in nanoscale 
devices is difficult. Fluctuations in the number and position of the 
dopants can have a profound effect on device performance. It has 
been shown recently, however, that the ambipolar behaviour of an 
undoped CNT can be successfully utilized to implement the CMOS 
architecture. A CMOS inverter is formed with a pair of p- and 
n- transistors operating under conditions where one FET is fully 
turned on while the other one is off. The ambipolar characteristics 
of a CNFET provide a pair of p- and n-type branches; however, the 
leakage branch of one type always has a comparable current level 
to the main branch (on-current) of the other. Therefore, obtaining 
control of the threshold voltage in an ambipolar device is not only 
important to match the desired supply voltage window, but is also 
critical to achieve a pair of p- and n-type characteristics which are 
suitable for CMOS logic.

For a given undoped CNFET with a fixed energy gap and oxide 
thickness, tuning the work function of the gate metal is the only way 
to control the threshold voltage. The gate work function acts like an 
extra voltage source in addition to the applied gate voltage. When the 
work functions are properly selected, the two characteristics can be 
relatively shifted towards each other and this leads to a distinguishable 
on-state in one and an off-state in the other. Fig. 5 shows scanning 
electron microscope image of the most complex structure so far based 
on a single carbon nanotube. It is a ring oscillator using Pd gates for 
p-FETs and Al gates for n-FETs. The frequency response from the 
ring oscillator shows a strong dependence on the supply voltage. A 
72 MHz frequency is measured for a supply voltage of about 1 V. The 
small measured signal is due to the mismatch between the high output 
impedance of the nanotube circuit and the low input impedance of the 
measurement set-up. This impedance mismatch is a general problem 
of nanocircuits that needs to be addressed.

Switching of graphene nanoribbons

Having zero gap, graphene cannot be used directly in applications 
such as FETs for logic applications as the transistor cannot be turned 
completely off. Although the density of states at the Dirac point is 

zero, graphene has a minimum conductivity when the Fermi level is 
aligned with it that is found experimentally to be of the order of e2/h 
(ref. 5,79–83). However, as we already discussed earlier, in addition to 
the 2D confinement in the plane of graphene, the graphene electrons 
(or holes) can be further confined by forming narrow ribbons and 
thus open a gap4,11–13.

Very recently, electron-beam lithography and etching techniques 
have been used to introduce confinement to the 2D graphene11,12. The 
dependence of the transport properties on the ribbon width has been 
studied, and the energy gap that was opened up was indeed found to 
be inversely proportional to the ribbon width12. The smallest ribbon 
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reproducibly defined by lithography is about 20 nm, shown in Fig. 6a, 
and induces the opening of a confinement gap of about 30 meV 
(ref. 11). At room temperature, this is too small a gap to have an 
observable effect on modulation of the current by the gate voltage, as 
shown in Fig. 6b. The GNR channel exhibits resistivity modulation by 
the gate voltage, which causes a significant Fermi-level shift (see inset 
of Fig. 6a). However, when the temperature is sufficiently lowered, 
the confinement gap starts to impede carrier injection and the device 
shows a clear on/off ratio as a normal semiconductor (Fig. 6b). Strong 
current fluctuations are observed at low temperatures for narrow 
ribbons, which is an indication of electron–electron interactions. 
Interestingly, no dependence on cutting angle of the graphene ribbon 
was observed experimentally12. This is likely the result of the present  
limitations of lithography rather than an intrinsic feature of graphene 
ribbon. State-of-the-art lithographic technology does not allow the 
formation of a uniquely defined ribbon edge, for example, armchair 

or zigzag, but a mixture of such edges may co-exist along the length 
of the graphene ribbon.

The possible existence of zigzag edges in graphene ribbons leads 
to localized edge states at the Fermi level14,84. Further complications 
could arise from the fact that cutting a ribbon leaves behind carbon 
dangling bonds that need to be saturated. Depending on the nature 
of the saturating group, the bonding and the potential at the edges 
are different from those in the bulk of the GNR. The combination of 
these factors could lead to a degradation of the mobility of the carriers 
by edge scattering, while the role of contact barriers will increase as 
scaling of the dimensions of the GNR proceeds. A general resistivity 
increase trend has been experimentally observed when the ribbon 
gets smaller than about 50 nm (ref. 11). More thorough studies are 
needed to find out the key contributors to this effect and possible 
ways to preserve the high mobility nature of the 2D graphene.

As in the case of CNTs, further confinement from two dimensions 
to quasi-zero-dimensions has recently been achieved on graphene13. A 
combined Coulomb blockade and confinement gap in a 10 nm island 
reaches ~10kBT at room temperature. This large gap makes it possible 
to operate it as a single electron transistor at room temperature. 
However, the challenge still remains of how to gain precise control 
of the graphene size and shape to obtain reproducible characteristics 
among different devices.

Nanotube optoelectronic devices

Electrically or optically generated electron and hole carriers 
in semiconductors can recombine by a variety of different 
mechanisms (direct or indirect recombination). In most cases, the 
recombination energy will be released as heat (phonons), but a 
fraction of the recombination events may involve the emission of a 
photon. This light-emission process is called ‘electroluminescence’ 
and is extensively used to produce solid-state light sources such as 
light emitting diodes (LEDs). 

In order to fabricate LEDs, or other electroluminescent devices, 
one must generate and bring together significant populations of 
electrons and holes. Conventionally, this is achieved at the interface 
between a hole-doped and an electron-doped semiconductor 
(a p–n junction). As we have seen above, however, in ambipolar 
CNTFETs, by applying the appropriate biases, both electrons and 
holes can be simultaneously injected from the source and drain of the 
CNTFET. The quasi-1D character of the CNT confines the two types 
of carriers, which are driven towards each other. Indeed, radiative 
recombination in an ambipolar CNTFET was reported in ref. 85. 
Although the mechanism of that emission is similar to that of an LED, 
there is an important difference: the CNT is not doped so there is no 
clear p–n junction. As a result, the light does not originate from a 
fixed point along the CNT, but its origin can be translated by simply 
changing Vg, which determines the local potential in a long CNT 
device85,86. The overall emission intensity is maximized when the hole 
and electron currents become equal, which as we already indicated, 
occurs when Vg = Vds/2. The emitted light is, as expected, polarized 
along the tube axis and the spectrum is, within the resolution of the 
measurements, the same as the photoluminescence spectrum of 
nanotubes with the same diameter.

In addition to this ‘mobile’ emission, localized  
electroluminescence is also observed from particular spots on a 
SWNT even under unipolar transport conditions. As light generation 
by radiative recombination requires that both types of carriers are 
present, we must conclude that at these spots electron–hole pairs 
are actively generated. Our studies showed that light-generating 
spots include a variety of inhomogeneities such as trapped charges 
in the gate insulator of the FET and interfaces between materials 
with different dielectric constants. In general these inhomogeneities 
produce voltage drops (electrical resistance) along the CNT and 
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generate large, local electric fields87. These fields can accelerate the 
carriers to an energy that allows them to generate electron–hole 
pairs through an intra-nanotube impact-excitation process. This 
excitation mechanism offers a number of possibilities for new 
applications. For example, more intense and brighter light sources 
can be produced because unipolar currents in CNTs can be higher 
than ambipolar currents, carrier multiplication can take place in 
the high fields and the emission is more localized. Furthermore, the 
excitation is not limited by dipole selection rules as photoexcitation 
is, and a number of different states can be populated. 

This approach to generating high densities of excitations in low-
dimensional systems can be used to resolve problems of current 
interest such as their mutual interactions and boson condensation. 
Recent work illustrates one way the impact excitation may be 
implemented in an LED37. A CNTFET was modified as shown in 
Fig. 7 to induce a sharp discontinuity in the potential; that is, to 
produce a waterfall-like energy landscape along the CNT channel. 
Electrons that are accelerated at the discontinuity can acquire enough 
energy to exceed the impact-excitation threshold and generate a 
bright light emitter with a yield that is about 1,000 times higher than 
that produced by recombination in an ambipolar CNTFET (Fig. 7)37. 
Another use of the localized electroluminescence can be as a much-
needed analytical tool for identifying defects in either the CNT itself or 
the gate insulator. Parallel measurements of the mobile and localized 
electroluminescence of the CNTFETs and their I–V characteristics 
can provide unique information regarding the effect of specific defects 
and inhomogeneities on the electrical transport in CNTs.

Photoconductivity is the reverse process of electroluminescence, 
with optical radiation producing electron–hole pairs that are separated 
by the applied field. Single CNT photoconductivity was reported for 
the first time in 2003 (ref. 88). An example of such a measurement is 
shown in Fig. 8 (ref. 89). The resonant excitation of a CNT generates 
an electric current and can be used as a nanosized photodetector, a 
photo switch, or as a spectroscopic tool. Alternatively, in the open-
circuit configuration the device generates a photovoltage. Internal 
fields such as those formed at Schottky contacts, or defect sites can 
also separate photogenerated electron–hole pairs and can be used to 
image such sites and determine the band bending in an open-circuit 
configuration90–92. Thus, a CNTFET device can be used as a transistor, 
a light emitter or a light detector18. Choosing between these different 
modes of operation only requires changes in the electrical inputs.

The future

Carbon nanotubes have provided us with an ideal model system to 
study electrical and optical phenomena on the nanometre scale. 1D 
materials with their exotic properties, long the realm of theoretical 
studies, are now open to experimentation. New states of condensed 
matter such as the Luttinger-Tomonaga liquid can be studied. 
Graphene is a novel, covalent 2D system that has already been 
found to exhibit a number of unique phenomena such as anomalous 
quantum Hall effect, Klein paradox and so forth. There is no doubt 
that in the future we will continue to obtain new information on 
the physics of the nanoscale through the study of nanotubes and 
graphene. Nanotube and graphene research is also teaching us how 
to handle and process nanomaterials and develop nanotechnology 
in general. In terms of direct technological applications, we focused 
here, because of limited space, only on electronic switching and light 
emission/detection. Nanotubes offer the potential of very fast (THz) 
transistors, ultimately scaled logic devices, and simpler and cheaper 
self-assembly based fabrication. In addition, transistors with properly 
functionalized CNTs can and are already being used as sensitive and 
selective chemical and biosensors. CNT-based nano-light sources and 
detectors may allow intra-chip optical communications and individual 
molecule level spectroscopy. The excellent electrical conduction of 

metallic CNTs may eventually allow the development of electronic 
systems where both active devices and interconnects are based on the 
same material — CNTs. Further integration to include optics could 
lead to a unified electronic — optoelectronic technology.

Graphene nanoribbons have field-switching capabilities, unlike 
graphene, in which the field switching is limited owing to its semi-
metallic nature. The limited Ion/Ioff of graphene field-effect devices may 
inhibit their application in computer logic, but may be appropriate for 
RF applications. Evidence, however, has been presented recently that 
bilayer graphene can provide a sizable and field-tuneable bandgap 
and as such may provide the basis of novel field-effect electronic and 
optoelectronic devices93,94 A gate-controlled p–n junction has also been 
demonstrated in graphene, and used to further explore the quantum 
Hall effect95,96. The large electronic and spin coherence lengths of both 
materials could also lead to quantum interference and spintronic 
devices. Spin-polarized injection can be achieved using manganite 
electrodes. The weak spin-orbit coupling and short transit times 
of carriers in nanotubes tend to preserve the spin polarization and 
can lead to high ΔV/V ratios, where V is the bias voltage and ΔV its 
variation when the magnetic configuration is changed97. Spin transport 
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Figure 8 Photoconductivity with a nanotube. a, Schematic of a photoconductivity 
experiment. b, Induced photocurrent in a CNTFET as a function of the energy of the 
incident light. The strong peak corresponds to the second allowed exciton transition 
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and spin precession over micrometre-scale distances have also been 
demonstrated in single graphene sheets at room temperature98.

How soon do we expect to see these developments? What is the 
bottleneck in the development of nanotubes, graphene and indeed 
in any high-end nanotechnology? The main hurdle is our current 
inability to produce large amounts of identical nanostructures. 
Nanotubes come in many sizes and structures and the same is true 
of many other nanostructures. For example, there is no reliable way 
to directly produce a single CNT type such as will be needed in a 
large integrated system, and patterning graphene is limited by the 
resolution of current lithographic techniques. However, promising 
signs that these problems will be circumvented soon are appearing. 
Already, separation of single-type nanotubes from mixtures has 
been achieved, and direct growth of graphene is possible. Similarly 
encouraging results are being reported in the area of self-assembly of 
CNT devices.

doi:10.1038/nnano.2007.300
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