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Abstract
It is shown how a modern extension of Fourier analysis known as wavelet analysis is applied to signals containing multiscale information. First, a continuous wavelet transform is used to analyse the spectrum of a nonstationary signal (one whose form changes in time). The spectral analysis of such a signal gives the strength of the signal in each frequency as a function of time. Next, the theory is specialized to discrete values of time and frequency, and the resulting discrete wavelet transform is shown to be useful for data compression. This paper is addressed to a broad community, from undergraduate to graduate students to general physicists and to specialists in other fields than wavelets.

1. Introduction

Fourier decomposition is a standard tool in physics and is excellent for analysing periodic signals whose functional forms do not change in time (stationary signals). However, if the signal is nonstationary, such as that in figure 1,
\begin{align*}
y(t) &= \sin 2\pi t, \quad \text{for} \quad 0 \leq t \leq 2, \quad (1) \\
&= 5 \sin 2\pi t + 10 \sin 4\pi t, \quad \text{for} \quad 2 \leq t \leq 8, \quad (2) \\
&= 2.5 \sin 2\pi t + 6 \sin 4\pi t + 10 \sin 6\pi t, \quad \text{for} \quad 8 \leq t \leq 12, \quad (3)
\end{align*}
then the standard Fourier analysis may tell us which frequencies are present, but it will not tell when the different frequencies were present. Clearly, if we want to obtain time resolution as well as frequency resolution, then we need to introduce another variable into the analysis, for otherwise the standard Fourier analysis has all of the constituent frequencies occurring simultaneously. In addition, because the basis set $e^{i\omega t}/\sqrt{2\pi}$ extends over an infinite time...
domain with a constant amplitude, the deduction of the Fourier transform $Y(\omega)$, the amount of $e^{i\omega t}$ in a signal, requires integration over infinite time:

$$Y(\omega) = \int_{-\infty}^{+\infty} dt \frac{e^{-i\omega t}}{\sqrt{2\pi}} y(t) = \langle \omega | y \rangle.$$  \hspace{1cm} (4)

We recognize the transform as the overlap of the basis function with signal $y$ or the $\omega$ representation of the signal (the negative exponential appears because $\langle \omega |$ occurs and not $| \omega \rangle$). Accordingly, the value of $Y(\omega)$ at any one $\omega$ is correlated to its value at other $\omega$’s. This latter fact often makes it difficult to reconstruct a complicated signal without including a very large number of Fourier components, which in turn requires the lengthy computation of many components and the efficient storage of very large data files.

In this paper, we outline an extension of Fourier analysis known as wavelet analysis. The purpose of the paper is not to present new research results, but rather to introduce the basic ideas of wavelet analysis to a broader community and indicate how it overcomes some of the shortcomings of Fourier analysis by adding another variable to the theory. Indeed, wavelets have found value in areas as diverse as time-dependent quantum mechanics, brain waves and gravitational waves. Basically, rather than expanding a signal in terms of basis waves $e^{i\omega t}/\sqrt{2\pi}$ with infinite extent, we expand in terms of basis wave packets of finite extent, the so-called wavelets (examples in figure 2).

By centring different wavelets at different times (figure 3 (left)), we are able to deduce the time resolution of each frequency in the input signal. By adjusting the wavelets at each time to contain different frequencies (figure 3 (right)), we are able to deduce the frequency dependence of the signal at each time. And because the deduced wavelet components are sorted according to time and frequency without high correlation, for a given level of resolution required in the reconstructed signal, it is possible to eliminate the components that contribute only for higher resolution; this permits significant data compression (it is the mathematics behind JPEG-2000 standard). The subject of this paper is how this is done. In section 2, we provide some background information on short-time Fourier transforms, wave packets and filters. In section 3, we formulate the wavelet transform for continuous times and frequencies (CWT), and in section 4 we formulate the wavelet transform for discrete times and frequencies (DWT). In section 5, we explain the pyramid scheme implementation and in section 6 we calculate the Daub4 filter coefficients. While the CWT displays the basic principles of wavelet analysis in a straightforward way, it is not optimized for computation. The DWT is optimized for computation, but at the price of technical complications that some reader may find challenging on first reading.
2. Short-time transforms and wavelets

As we have said, because the Fourier transform (4) extends over infinite time with a constant amplitude for the basis function \( e^{i\omega t}/\sqrt{2\pi} \), if we apply it to a signal such as that in figure 1, in which there are different frequencies present at different times, we lose all information as
to when in time a particular frequency occurred. An obvious solution to this problem, known as the short-time Fourier transform, was a precursor to wavelet analysis. An example of it would be to perform a separate transform for each of the boxes or windows shown in figure 1, and thus obtain a different spectrum for each time interval. Rather than ‘chop up’ a signal by hand for each case, we introduce a window function \( w(t) \) that differs from 1 for only a short period of time or lifetime \( \Delta t \) around \( t = 0 \) (imagine a box or a Gaussian). Then the function \( w(t - \tau) \) would be a window centred at time \( \tau \). Using this window function, we define the short-time Fourier transform as

\[
Y^{(ST)}(\omega, \tau) = \int_{-\infty}^{\infty} dt \frac{e^{-i\omega t}}{\sqrt{2\pi}} w(t - \tau)y(t),
\]

where the exact form of the window function is not essential as long as it has a short lifetime and so can be thought of as a transparent box on an opaque background. In (5), the value of the translation time \( \tau \) corresponds to the location of the window \( w \) over the signal, so that any signal within the window width is transformed, while the signal lying outside the window does not enter. Evidently, the short-time transform is a function of two variables, and so a surface or 3D plot is needed to view it as a function of both \( \omega \) and \( \tau \).

In the short-term Fourier transform (5), we multiply a window function \( w(t - \tau) \), which is finite in time about time \( \tau \), by the exponential \( e^{-i\omega t} \), which is oscillatory in time with frequency \( \omega \). In wavelet analysis, we combine both types of behaviour into a wavelet that has finite width in time \( \Delta t \) and also oscillates, but may have a variety of forms [1]. For example, a wavelet may be an oscillating Gaussian (Morlet: top left in figure 3),

\[
\Psi(t) = e^{2\pi i} e^{-t^2} = (\cos 2\pi t + i \sin 2\pi t) e^{-t^2},
\]

an up-and-down step function (lower left in figure 3) or a fractal-like shape (bottom right).

Of course, oscillatory functions that are nonzero for finite lengths of time \( \Delta t \) are just what are commonly called wave packets, and are familiar from time-dependent quantum mechanics and signal processing. It is well known [2] that the Fourier transform of a wave packet is a pulse in the frequency domain of width \( \Delta \omega \), with the time and frequency widths related by the so-called Heisenberg uncertainty principle,

\[
\Delta t \Delta \omega \geq 2\pi.
\]

Accordingly, as a wavelet is made more localized in time (smaller \( \Delta t \)), it becomes less localized in frequency (larger \( \Delta \omega \)), and vice versa. For example, the function \( y(t) = \sin \omega_0 t \) is completely localized in frequency, \( \Delta \omega = 0 \), and so has an infinite extent in time, \( \Delta t \simeq \infty \), while the wavelets in figure 2 have finite \( \Delta \omega \) and \( \Delta t \).

Let us now take this one step further. We want to use wavelet basis functions that oscillate in time and also contain a range of frequencies. While the example functions in (6) and (7) are evidently such functions, it is not clear how to use them as a set of basis functions. More concretely, the basis functions for the short-term Fourier transform in (5) \( \exp(-i\omega t)w(t - \tau)/\sqrt{2\pi} \) contain both a frequency \( \omega \) and time variable \( \tau \) that also appear on the lhs, while the wavelets \( \Psi(t) \) we have given so far are just functions of time. Actually, the wavelets \( \Psi(t) \) we have given as examples so far are what are called mother wavelets or analysing functions, and each is used to generate an entire set of basis functions or daughter wavelets \( \psi_{s,\tau}(t) \) via a simple, yet clever, change of variable that scales and translates the mother wavelet:

\[
\psi_{s,\tau}(t) = \frac{1}{\sqrt{s}} \Psi \left( \frac{t - \tau}{s} \right).
\]
Wavelet analyses and applications

For example,

\[ \Psi(t) = \sin(8t) e^{-t^2/2} \Rightarrow \psi_{s,\tau}(t) = \frac{1}{\sqrt{s}} \sin \left( \frac{8(t - \tau)}{s} \right) e^{-\frac{(t - \tau)^2}{2s^2}}. \]  

(10)

Translating and scaling one of these mother wavelets generate an entire set of child wavelet basis functions, with each individual function covering a different frequency range at a different time. We see that larger or smaller values of \( s \) expand or contract the mother wavelet, while different values of \( \tau \) shift the centre of the wavelet. Because the wavelets are inherently oscillatory, the scaling leads to the same number of oscillations occurring in different time spans, which is equivalent to having basis states with differing frequencies. Here the division by \( \sqrt{s} \) is made to ensure that there is equal 'power' (or energy or intensity) in each region of \( s \), although other normalizations can also be found in the literature.

Note that we have made a change in notation that is standard for wavelets, but somewhat confusing at first. Rather than using the frequency variable \( \omega \) we have switched to the scale variable \( s \), which has the dimension of time. You may think of the two as simply inversely related:

\[ \omega = \frac{2\pi}{s}, \quad s = \frac{2\pi}{\omega} \quad \text{(scale–frequency relation)}. \]  

(11)

If we are interested in the time details of a signal, we would say that we are interested in what is happening at small values of the scale \( s \); equation (11) indicates that small values of \( s \) correspond to high-frequency components of the signal. That being the case, the time details of the signal are in the high-frequency, or low-scale, components.

3. The continuous wavelet transform

The wavelet transform \( Y(s, \tau) \) of a time signal \( y(t) \) is defined much like the Fourier transform (4), but with a wavelet basis rather than an exponential:

\[ Y(s, \tau) = \int_{-\infty}^{+\infty} dt \, \psi^*_{s,\tau}(t) y(t) = \int_{-\infty}^{+\infty} dt \frac{1}{\sqrt{s}} \Psi \left( \frac{t - \tau}{s} \right) y(t) = \langle s, \tau | y \rangle. \]  

(12)

Because each wavelet is localized in time, each acts as its own window function. Because each wavelet is oscillatory, each contains its own small range of frequencies or scale \( s \) values. Equation (12) says that the wavelet transform \( Y(s, \tau) \) is a measure of the amount of basis function \( \psi_{s,\tau}(t) \) present in signal \( y(t) \). The \( \tau \) variable indicates the time portion of the signal being decomposed, while the scale variable \( s \) is equivalent to the frequency present during that time. Although we do not derive it here, the inverse transform is

\[ y(t) = \frac{1}{C} \int_{-\infty}^{+\infty} d\tau \int_{0}^{+\infty} ds \, \frac{\psi^*_{s,\tau}(t)}{s^{3/2}} Y(s, \tau), \]  

(13)

where the normalization constant \( C \) depends on the specific wavelet class used. In figure 4, we show a 2D and a 3D representation of the results of evaluating numerically the wavelet transform (12) for the sample signal (1). The Java code used for the transform is from our textbook [4]. Recall that this signal contains one frequency during the first window of time, two frequencies during the second time window and three frequencies for the last window. Indeed, at short times \( \tau \) we see a single hump at high scale \( s \approx 0.8 \) (low frequency); at latter times this is joined by another hump at smaller \( s \) (higher frequency), with a third peak entering at the latest times with a yet smaller \( s \) value (higher frequency). Although it is hard to evaluate relative heights from this plot, the relative strengths of the three frequency components appear to be in agreement with (1).
Figure 4. Left: the continuous wavelet spectrum 3D obtained by analysing the input signal with Morlet wavelets. Observe how at small values of time \( \tau \) there is predominantly one frequency present; how a second, higher frequency (smaller-scale) component enters at intermediate times and how at larger times, a still higher frequency component enters. Right: the spectrogram 2D of the input signal makes it clear how there is one, two and then three frequencies present.

4. The discrete wavelet transform

As is true for discrete Fourier transforms, if a time signal \( y \) is measured at only \( N \) discrete times,

\[
y(t_m) \equiv y_m, \quad m = 1, \ldots, N, \tag{14}
\]

then we can determine only \( N \) independent components of the transform \( Y \). The discrete wavelet transform (DWT) is a clever way to compute only the \( N \) independent components required to reproduce the input signal, consistent with the uncertainty principle, by evaluating the transforms at discrete values for the scaling parameter \( s \) and the time translation parameter \( \tau \):

\[
\psi_{j,k}(t) = \frac{\Psi[(t - k2^j)/2^j]}{\sqrt{2^j}} \equiv \frac{\Psi(t/2^j - k)}{\sqrt{2^j}}, \tag{15}
\]

\[
s = 2^j, \quad \tau = \frac{k}{2^j}, \quad k, j = 0, 1, \ldots. \tag{16}
\]

Note that in contrast to the continuous wavelet transform (12), the DWT (15) employs a discrete set of basis wavelets denoted by the integer subscripts \( j \) and \( k \), whose maximum values are yet to be determined. Also, we have assumed that the total time interval \( T = 1 \), so that time is always measured in integer values. This choice of \( s \) and \( \tau \) based on powers of 2 is called a dyadic grid arrangement and is seen to automatically perform the scalings and translations at the different timescales that are at the heart of wavelet analysis (some references scale down with increasing \( j \), in contrast to our scaling up). We now use the trapezoid integration rule to express the DWT as the simple sum

\[
Y_{j,k} = \int_{-\infty}^{+\infty} dt \psi_{j,k}(t)y(t) \simeq \sum_m \psi_{j,k}(t_m)y(t_m)h \quad \text{(DWT)}. \tag{17}
\]

For an orthonormal wavelet basis, then the inverse discrete transform is [1]

\[
y(t) = \sum_{j,k=-\infty}^{+\infty} Y_{j,k}\psi_{j,k}(t) \quad \text{(inverse DWT)}. \tag{18}
\]
It is interesting to note that this inversion will exactly reproduce the input signal at the \( N \) input points if we sum over an infinite number of wavelets, but will be less exact in practical calculations.

Note in (15) and (17) that up until this point we have kept the time variable \( t \) in the wavelet basis functions continuous, even though \( s \) and \( \tau \) are discrete. This is useful in establishing the orthonormality of the basis functions,

\[
\int_{-\infty}^{\infty} dt \, \psi_{j,k}^*(t) \psi_{j',k'}(t) = \delta_{jj'} \delta_{kk'},
\]

where \( \delta_{m,n} \) is the Kronecker delta function. Having \( \psi_{j,k}(t) \)’s normalized to 1 means that each wavelet basis has ‘unit energy’, being orthogonal means that each basis function is independent of the others. Because wavelets are localized in time, the different transform components have low levels of correlation with each other. Altogether, this leads to efficient and flexible data storage.

The use of a discrete wavelet basis makes it clear that we need only sample the input signal at the discrete values of time determined by the integers \( j \) and \( k \). In general, you want time steps that sample the signal at enough times in each interval to obtain a reconstructed signal with a predetermined level of precision. A rule of thumb is to start with 100 steps to cover each major feature. Ideally, the needed times correspond to the times at which the signal was sampled, although this may require some forethought.

Consider figure 5. We measure a signal at a number of discrete times within the intervals (\( k \) or \( \tau \) values) corresponding to the vertical columns of fixed width along the time axis. For each time interval, we want to sample the signal at a number of scales (frequencies or \( j \) values). However, the basic mathematics of Fourier transforms indicates that the width \( \Delta t \) of a wave packet \( \psi(t) \) and the width \( \Delta \omega \) of its Fourier transform \( Y(\omega) \) are related by an uncertainty principle:

\[
\Delta \omega \Delta t \geq 2\pi.
\]

This relation constrains the number of times we can meaningfully sample a signal in order to determine a number of Fourier components. So while we may want a high-resolution
Figure 6. A signal is processed by high (H) and low (L) band filters, and the outputs are downsampled (reduced by a factor of 2) by keeping every other point. The filtering continues until there are only two H points and two L points. The total number of output data equals the total number of signal points.

reproduction of our signal, we do not want to store more data than are needed to obtain that reproduction. If we sample the signal for times centred about some $\tau$ in an interval of width $\Delta \tau$ (figure 5) and compute the transform at a number of scales $s$ or frequencies $\omega = 2\pi/s$ covering a range of height $\Delta \omega$, then the relation between the height and width is restricted by the uncertainty relation, which means that each of the rectangles in figure 5 has the same area $\Delta \omega \Delta \tau = 2\pi$. The increasing heights of the rectangles at higher frequencies mean that a larger range of frequencies should be sampled at each time as the frequency increases. The inherent assumption in wavelet analysis is that the low-frequency components provide the gross or smooth outline of the signal which, being smooth, does not require much detail, while the high-frequency components give the details of the signal over a short time interval and so require many components in order to record these details with high resolution.

Industrial-strength wavelet analyses do not compute explicit integrals but instead apply a filtering technique known as multiresolution analysis (figure 6). It is a type of pyramid algorithm that takes the $N$ sample values of a signal and passes it successively through a number of filters. Since each filter is equivalent to a DWT, the final output is the transform at all scales and times. Here we define a filter as a device that converts an input signal $f(t)$ to an output signal $g(t)$ via an integration over the signal:

$$g(t) = \int_{-\infty}^{+\infty} d\tau \ f(\tau) h(t-\tau) = f(t) * h(t).$$  \hspace{1cm} (21)$$

Here, the function $h(t)$ is called the response or transfer function of the filter and the operation in (21) is called a convolution and is denoted by an asterisk $*$. Equation (21) states that the output of a filter equals the input convoluted with the transfer function, while the convolution
A comparison of the definition of a filter to the definition of a wavelet transform (12) shows that transforming a signal is equivalent to filtering it, with each filter outputting a different scale. The explicit output is the sum of the products of integration weights with the value of the wavelets at the integration points, and each product is called a filter coefficient $c_i$. Therefore, rather than tabulating explicit wavelet functions, a set of filter coefficients is all that is needed to perform discrete wavelet transforms.

5. Pyramid scheme implementation

The pyramid algorithm decomposes a signal into low-frequency or smooth components $s_i$, and high-frequency or detailed components $d_i$. Because high-resolution reproduction requires more information about the details in a signal than about its gross shape, most of the smooth components can be discarded and thus the data compressed. Furthermore, because the components of different resolutions are independent of each other, it is possible to adjust the resolution by changing the number of high resolution components stored. So when we look at figure 6 we can think of each $L$ or $H$ filter as separating out the smooth and detailed components of the signal respectively, with repeated filterings effectively lowering the scale to get more detailed information (the reason this technique is called multiresolution analysis). Each ↓ filters out half of the signal, a process known as factor-of-2 decimation, and this produces the data compression. The end result is a vector with the components of the wavelet transform.

In practice, the filters $L$ and $H$ are filter matrices that multiply the input vector (we discuss some in the following section). This is followed by a reduction of the output by one-half, in which the low-frequency parts are discarded, and then a reordering of the output so that it may be filtered again. For example, let us consider a signal vector of length $N = 8$, which would also correspond to the last two steps in the pyramid algorithm:

\[
\begin{pmatrix}
y_1 \\
y_2 \\
y_3 \\
y_4 \\
y_5 \\
y_6 \\
y_7 \\
y_8 \\
\end{pmatrix} \rightarrow \begin{pmatrix} s_1^{(1)} \\
d_1^{(1)} \\
s_2^{(1)} \\
d_2^{(1)} \\
s_3^{(1)} \\
d_3^{(1)} \\
s_4^{(1)} \\
d_4^{(1)} \\
\end{pmatrix} \rightarrow \begin{pmatrix} s_1^{(2)} \\
d_1^{(2)} \\
s_2^{(2)} \\
d_2^{(2)} \\
s_3^{(2)} \\
d_3^{(2)} \\
s_4^{(2)} \\
d_4^{(2)} \\
\end{pmatrix}.
\]

The first filtering leads to an output vector with the smooth and detailed components intermixed. It gets reordered into the lower vector of just detailed components, which is saved, and a smaller vector of first-order smoothed components, which then get filtered again. This second filtering leads to intermixed second-order filtered components, which then get reordered into just smooth and detailed components. The process ends when there are just two smooth components left, as we have here.
As a realistic illustration, imagine that we have sampled the chirp signal \( y(t) = \sin(60t^2) \) at 1024 times. The successive filtering of this signal is illustrated schematically as a passage from the top to the bottom of figure 6, or with actual data in figure 7. First, the original 1024 signal samples are filtered and ordered into 512 detailed and 512 smooth components. All detailed components \( \{d_{i}^{(1)}\} \) are saved, and the remaining 512 once-filtered smooth components \( \{s_{i}^{(1)}\} \) are processed further. This step in the process is known as downsampling. We see in figure 7 that at this stage the smooth components still contain many high-frequency parts, while the detailed components are smaller in magnitude. These two sets are shown below the original signal. In the next level down, the 512 smooth components \( \{s_{i}^{(1)}\} \) are filtered and ordered. The resulting 256, twice-filtered detailed components \( \{d_{i}^{(2)}\} \) are saved, while the 256 smooth components \( \{s_{i}^{(2)}\} \) are further processed, with these components displayed lower down in figure 6. The resulting output from each successive step is similar, but with coarser features for the smooth coefficients and larger values for the details. Note that in the upper graphs we have connected the points to make the output look continuous, while in the lower graphs, with fewer points, we have plotted the output as histograms to make the points more evident. The process continues until there are only two smooth and two detailed coefficients left. Since this last filtering is done with the broadest wavelet, it is of the lowest resolution and therefore requires the least information. When we are done, there will be a total of 512 + 256 + 128 + 64 + 32 + 16 + 4 = 1024 transform values saved, the same number as the number of time signals measured.

To reconstruct the original signal from the 1024 transform values (called signal synthesis), a reversed process is followed. We essentially follow figure 6; only now the directions of all the arrows are reversed and the inverses to the filter matrices are used. We begin with the last sequence of four coefficients, upsample them, pass them through inverse filters to obtain new levels of coefficients and repeat until all of the \( N = 1024 \) values of the original signal are recovered. If the data were compressed by eliminating some of the higher order detailed components, then we would start the process partially up the pyramid.

### 6. Daubechies wavelets filtering

We have spoken about how the discrete wavelet transformation can be implemented as digital filtering, with the filtering being simply a matrix multiplication of the signal vector by an appropriate filter matrix. We now indicate how one of the standard filter matrices, corresponding to the Daubechies wavelet bases, was determined by the Belgian mathematician Ingrid Daubechies in 1988 [3]. To keep things simple, we discuss just the Daub4 class containing the four coefficients \( c_0, c_1, c_2 \) and \( c_3 \). We deduce how these coefficients can be used to filter just four input signal values \( \{y_1, y_2, y_3, y_4\} \). We have already seen that the pyramid algorithm for determining a DWT is based on a series of high- and low-pass filters, so we start by trying to express these two operations in terms of the filter coefficients. The basic idea is that replacing each signal value by the average of the values surrounding it tends to smooth the signal, and thus acts as the low-pass filter \( L \). Likewise, replacing each signal value by the differences from surrounding values tends to emphasize the variation or details in the signal, and thus acts as the high-pass filter \( H \). For example, if the signal were a sawtooth function with sharp points, the average would be rounded. Likewise, if the signal were constant, the differences would all vanish, as there are no details in the signal. A choice of filter coefficients that do this is

\[
L = (+c_0 +c_1 +c_2 +c_3)
\]
Figure 7. The filtering of the original signal at the top goes through the pyramid algorithm and produces the outputs shown, in successive passes. The sampling is reduced by a factor of 2 in each step. Note that in the upper graphs we have connected the points to make the output look continuous, while in the lower graphs, with fewer points, we have plotted the output as histograms to make the points more evident. The subimages labelled by (a)–(j) correspond to the original figure, 1024, 512, 256, 128, 64, 32, 16, 8 and 4 samples.
\[ H = (+c_3 - c_2 + c_1 - c_0). \]  

(25)

To see how this works, we form an input vector by placing the four signal elements in a column and then multiply the input by \( L \) and \( H \):

\[
\begin{pmatrix}
 y_0 \\
 y_1 \\
 y_2 \\
 y_3
\end{pmatrix} = \begin{pmatrix}
 +c_0 & +c_1 & +c_2 & +c_3
\end{pmatrix} \begin{pmatrix}
 y_0 \\
 y_1 \\
 y_2 \\
 y_3
\end{pmatrix} = c_0 y_0 + c_1 y_1 + c_2 y_2 + c_3 y_3,
\]

(26)

\[
\begin{pmatrix}
 y_0 \\
 y_1 \\
 y_2 \\
 y_3
\end{pmatrix} = \begin{pmatrix}
 +c_3 & -c_2 & +c_1 & -c_0
\end{pmatrix} \begin{pmatrix}
 y_0 \\
 y_1 \\
 y_2 \\
 y_3
\end{pmatrix} = c_3 y_0 - c_2 y_1 + c_1 y_2 - c_0 y_3.
\]

Thus \( L \) acting on the signal vector is a single number that is the desired weighted average of the four input signal elements, while \( H \) acting on the signal vector would be small if the signal were constant. To determine the values of the filter coefficients, we need to set up an entire filter matrix and impose further requirements. If we want the output of the filtering process \( Y \) to contain the same number of elements as the input (four \( y \)'s in this case), we just stack the \( L \) and \( H \) filters together:

\[
\begin{pmatrix}
 y_0 \\
 y_1 \\
 y_2 \\
 y_3
\end{pmatrix} = \begin{pmatrix}
 L & H \\
 L & H \\
 L & H \\
 L & H
\end{pmatrix} \begin{pmatrix}
 y_0 \\
 y_1 \\
 y_2 \\
 y_3
\end{pmatrix} = \begin{pmatrix}
 c_0 & c_1 & c_2 & c_3 \\
 c_3 & -c_2 & c_1 & -c_0 \\
 c_2 & c_3 & c_0 & c_1 \\
 c_1 & -c_0 & c_3 & -c_2
\end{pmatrix} \begin{pmatrix}
 y_0 \\
 y_1 \\
 y_2 \\
 y_3
\end{pmatrix}.
\]

Next we observed that a transform is equivalent to a rotation from the time domain to the frequency domain, yet rotations are described by orthogonal matrices, that is, matrices whose inverses are equal to their transposes. Accordingly, we require the filter matrix to be orthogonal, which means that the \( 4 \times 4 \) filter matrix times its transpose equals the identity matrix:

\[
\begin{pmatrix}
 c_0 & c_1 & c_2 & c_3 \\
 c_3 & -c_2 & c_1 & -c_0 \\
 c_2 & c_3 & c_0 & c_1 \\
 c_1 & -c_0 & c_3 & -c_2
\end{pmatrix} \begin{pmatrix}
 c_0 & c_3 & c_2 & c_1 \\
 c_1 & -c_2 & c_3 & -c_0 \\
 c_2 & c_1 & c_0 & c_3 \\
 c_3 & -c_0 & c_1 & -c_2
\end{pmatrix} = \begin{pmatrix}
 1 & 0 & 0 & 0 \\
 0 & 1 & 0 & 0 \\
 0 & 0 & 1 & 0 \\
 0 & 0 & 0 & 1
\end{pmatrix}.
\]

\[
\Rightarrow c_0^2 + c_1^2 + c_2^2 + c_3^2 = 1, \quad c_2 c_0 + c_3 c_1 = 0.
\]

(27)

Two equations in four unknowns are not enough for a unique solution, so we now include the further requirement that the detailed filter \( H \) must output a zero if the input is constant or linearly increasing vectors:

\[
(y_0 \ y_1 \ y_2 \ y_3) = (1 \ 1 \ 1 \ 1) \text{ or } (0 \ 1 \ 2 \ 3).
\]

(28)

This is equivalent to demanding that the moments up to order \( p \) are zero, that is, we have an ‘approximation of order \( p \’.

Explicitly,

\[
H(\begin{pmatrix}
 y_0 \\
 y_1 \\
 y_2 \\
 y_3
\end{pmatrix}) = H(\begin{pmatrix}
 1 & 1 & 1 & 1 \\
 0 & 1 & 2 & 3
\end{pmatrix}) = 0,
\]

\[
\Rightarrow c_3 - c_2 + c_1 - c_0 = 0, \quad 0 \times c_3 - 1 \times c_2 + 2 \times c_1 - 3 \times c_0 = 0,
\]

\[
\Rightarrow c_0 = \frac{1 + \sqrt{3}}{4\sqrt{2}} \simeq 0.483, \quad c_1 = \frac{3 + \sqrt{3}}{4\sqrt{2}} \simeq 0.836.
\]

(29)
We now have our basic Daub4 filter coefficients. They can be used to process signals with more than four elements by creating a square filter matrix of the needed dimension that repeats these elements by placing the row versions of \( L \) and \( H \) along the diagonal, with successive pairs displaced two columns to the right. For example, for eight elements,

\[
\begin{align*}
Y_0 &= \begin{pmatrix} c_0 & c_1 & c_2 & c_3 & 0 & 0 & 0 & 0 \end{pmatrix} \\
Y_1 &= \begin{pmatrix} c_3 & -c_2 & c_1 & -c_0 & 0 & 0 & 0 & 0 \end{pmatrix} \\
Y_2 &= \begin{pmatrix} 0 & 0 & c_0 & c_1 & c_2 & c_3 & 0 & 0 \end{pmatrix} \\
Y_3 &= \begin{pmatrix} 0 & 0 & c_3 & -c_2 & c_1 & -c_0 & 0 & 0 \end{pmatrix} \\
Y_4 &= \begin{pmatrix} 0 & 0 & 0 & 0 & c_0 & c_1 & c_2 & c_3 \end{pmatrix} \\
Y_5 &= \begin{pmatrix} 0 & 0 & 0 & 0 & c_3 & -c_2 & c_1 & -c_0 \end{pmatrix} \\
Y_6 &= \begin{pmatrix} c_2 & c_3 & 0 & 0 & 0 & 0 & c_0 & c_1 \end{pmatrix} \\
Y_7 &= \begin{pmatrix} c_1 & -c_0 & 0 & 0 & 0 & 0 & c_3 & -c_2 \end{pmatrix}
\end{align*}
\]

(31)

Note that in order not to lose any information, the last pair on the bottom two rows is wrapped over to the left. If you perform the actual multiplications indicated in (31), you will note that the output has successive smooth and detailed information.

The time dependences of two Daub4 wavelets are displayed in figure 8. On the left is the wavelet for coefficient 6 (thus the e6 notation), and on the right is the sum of two wavelets corresponding to the coefficients 10 and 58. We see that the two wavelets have differing levels of scale as well as differing time positions. So even though the time dependence of the wavelets is not evident when wavelet (filter) coefficients are used, it is there. To obtain the time dependences from our filter coefficients, first imagine that an elementary wavelet \( y_{1,1}(t) \equiv \psi_{1,1}(t) \) is input into the filter. This should result in a transform \( Y_{1,1} = 1 \). Inversely, we obtain \( y_{1,1}(t) \) by applying the inverse transform to a \( Y \) vector with a 1 in the first position and zeros in all the other positions. Likewise, the \( i \)th member of the Daubechies class is obtained by applying the inverse transform to a \( Y \) vector with a 1 in the \( i \)th position and zeros
in all the other positions. Programmes to perform DWTs and their inverse are available from our text [4] and on the Web4.

7. Summary and conclusion

Physics textbooks often include significant coverage of Fourier analysis, but little if any coverage of the other analysis tools that are now used for digital signal processing, such as principal component analysis, linear time-invariant system theory and wavelet analysis. In this paper we have discussed continuous and discrete wavelet analyses, and have given an example of each. We have shown how to expand a time signal in terms of a wavelet basis set, where each wavelet is an oscillatory wave packet centred at a particular time. The expansion sums over all times at which the wavelet is centred as well as over all scales or frequencies for each wavelet. The resulting expansion provides information as to what frequencies are present in the signal at different times, and is particularly appropriate for analysing the multiscale phenomenon.

Because wavelet decomposition analyses a signal in terms of two independent variables, scale (frequency) and time, it is more complicated and requires more computation than Fourier analysis. However, it provides more information about the signal and in its discrete form it is quite fast to compute. In addition, the DWT uses concepts of digital filtering and the uncertainty principle to provide a high degree of data compression, lossless signal reconstruction and independent components that can be eliminated if lower than maximum resolution is required. Indeed, the multiresolution analysis form of the DWT is the basis of the JPEG-2000 storage scheme for digital photography, and finds use in modern formulations of quantum mechanics and optics.
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